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This paper studies identification and estimation of the average treatment effect
of a latent treated subpopulation in difference-in-difference designs when the ob-
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Common examples include misreporting and mistargeting. We propose a two-
step estimator which corrects for the empirically common phenomenon of one-
sidedmisclassification in the treatment status. The solution uses a single exclusion
restriction embedded in a partial observability probit to point-identify the latent
parameter. We demonstrate the method by revisiting two large-scale national pro-
grams in India; one where pension benefits are under-reported and second where
the program is mistargeted.
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1 Introduction

The degree of measurement error in economic data and its influence on parameter es-
timates have been of much interest to econometricians. One case in particular is mea-
surement error in a binary variable which is also known as misclassification. Unlike
classical measurement error, where the error is uncorrelated with the truth, misclas-
sification is necessarily non-classical since the error is negatively correlated with the
true value of the variable itself (Aigner (1973); Bound et al. (2001)).1 This is especially
relevant in the program evaluation setting, of which difference-in-differences (DID) is
a workhorse empirical strategy, because the key regressor of interest, the treatment, is
often binary in nature.2

In this paper, we discuss identification and estimation of the average treatment ef-
fect on the treated for an unobserved treatmentD∗ (latent ATT) in a DID setting, when
the binary variable that classifies individuals into treatment or control, D, is mismea-
sured for D∗. Participation in programs or interventions is particularly prone to mis-
measurement (Bruckmeier et al. (2021);Martinelli andParker (2009); Cornia and Stew-
art (1993)). For instance, Meyer et al. (2015) document how misreporting of program
receipt and conditional transfers from the government appear to be the biggest threat to
household survey data quality for policy evaluation. Another relatively understudied
problem is mistargeting of targeted interventions.3 Mistargeting errors arise from the
misclassification of true program beneficiaries and result in the wrongful inclusion or
exclusion of households from receiving program benefits (Cornia and Stewart (1993)).

Given thatDID is often applied to data fromnationally representative surveys (Groen

1While it is commonly understood that a linear instrumental variables strategy can be used for deal-
ing with classical measurement error, it is severely biased when the mismeasured variable is binary
(Loewenstein and Spletzer (1997); Black et al. (2000); Kane et al. (1999); DiTraglia and Garcia-Jimeno
(2019)).

2Evidence from the literature suggest that ignoring even a small amount of misclassification can
have major repercussions for the estimated treatment effects Millimet (2011); Kreider (2010).

3Cameron and Shah (2014) report an extreme case from Indonesia where mistargeting of a cash
transfer program led to destruction of trust and social capital and an increase in criminal behavior.
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and Polivka (2008); Buchmueller et al. (2011); Botosaru and Gutierrez (2018)) and is
routinely used for assessing the impact/performance of targeted programs, it becomes
important to study the effects of a misclassified treatment in the DID setting. We dis-
tinguish between two important examples of misclassification in the treatment status.
The first represents a misreporting-type error mechanism where the treatment received
is different from what is recorded/observed. Examples include self-reports by individu-
als (Celhay et al. (2024)), documentation errors (nonrandom data-entries), and even
imputation-led errors (as discussed in Sjoquist andWinters (2015)). The second char-
acterizes a mistargeting-type error phenomenon. This covers cases where treatment
originally intended under a program or policy is different fromwhat’s received/observed.
Targeting errors often emerge due to imperfect information about eligibility, corrup-
tion, political connections, and even elite capture (Cornia and Stewart (1993); Pande
(2007); Besley et al. (2012); Alatas et al. (2012); Niehaus and Sukhtankar (2013); Panda
(2015)).

Importantly, in both cases, we have a misclassified proxyD for the latent treatment
D∗. We show that formisreporting-type errors, DIDusing observed treatment is biased
for the latent ATT. In this case, latent ATT is interpreted as the average treatment effect
for thosewho actually received the program. The bias in the DID estimand takes a sim-
ple attenuation form if misreporting is non-differential (or exogenous); i.e. measure-
ment error is independent of outcomes once we condition onD∗ but is harder to ’sign’
if misreporting is differential (or endogenous) i.e, measurement error is not indepen-
dent of the outcome even after conditioning onD∗. In contrast, with mistargeting-type
errors, recovering the ATT of actual receipt is not feasible and our focus is rather on the
average effect of being intended to be treated under the program. We refer to this as
ATITT, which is how the latent parameter is interpreted in this context. We argue that
this is a more interesting parameter and one that be salvaged (causally identified) in a
mistargeting setting.

Our general solution is derived under the assumption of conditional parallel trends
with respect toD∗. We use flexible linear specifications of the potential outcomemeans
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to arrive at parametricDID regressions for two-period panel and repeated cross-section
settings that allow for heterogeneity in covariates. Our approach allows for differential
misclassification in D that is predominantly one-sided. This is not necessarily a draw-
back since misclassification may often be driven, in a large part, by either errors of
exclusion or inclusion depending on the empirical context. Such one-sided errors are
formulated using a partial observability probit (POP). The proposed estimator then
uses the predicted probabilities ofD∗ from the first-step estimation of the POP equation
in the second-stage DID regressions to estimate the latent ATT. The resulting two-step
DID estimators (for both panel and repeated cross-sections) are shown to be consistent
and asymptotically normal.

Our solution extends Nguimkeu et al. (2019) (NDT hereafter), who study endoge-
nous participation and endogenous misreporting of social programs, to a DID setup.
In their case, two exclusion restrictions are required for identifying the parameter of
interest; one corresponding to the true treatment equation and another for the mis-
classification equation. In our case, having a time dimension allows us to address any
time-invariant endogeneity in D∗ without requiring an exclusion restriction. We view
this as an improvement over NDT. Consequently, the latent ATT is identified with a
single exclusion restriction that affects the misclassification probability but does not
affect the true treatment or outcome equation.

Finally, we illustrate the method with two large-scale transfer programs in India.
The first is the Indira Gandhi National Old Age Pension Scheme, which is the fed-
eral government’s social security program for old individuals. It is well-known that
the benefits received from government programs are under-reported (Stecklov et al.
(2018)). The second, known as the Targeted Public Distribution System, is an in-kind
transfer programwhich distributes subsidized food grains to poor eligible households.
A key challenge here is that the program suffers from high exclusion errors (Dutta and
Ramaswami (2001); Swaminathan and Misra (2001)). We use the proposed estima-
tor and provide estimates of ATT and ATITT after correcting for under-reporting and
one-sided mistargeting, respectively.
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To the best of our knowledge, this is the first paper to discuss treatment misclas-
sification in a DID framework. Concurrently, Denteh and Kédagni (2022) study this
problem and propose bounds for the ATT under both-sided errors. We see their anal-
ysis as complementary to our objective of point identification in the presence of one-
sided error, which is still the dominant scenario in applications. This paper contributes
generally to the literature dealing with binary misclassified regressors (Aigner (1973),
Bollinger (1996),Mahajan (2006), Lewbel (2007), Frazis andLoewenstein (2003),Meyer
and Mittag (2017), Haider and Stephens Jr (2020), Battistin and Sianesi (2011), Di-
Traglia and Garcia-Jimeno (2019)) and specifically to the sparse literature dealingwith
differential misclassification of an endogenous treatment. Some recent works include
partial and point identification of the local average treatment effect (Ura (2018), Tom-
masi and Zhang (2024), Yanagi (2019), Calvi et al. (2021)) and point identification of
marginal treatment effects (Acerenza et al. (2021)).

There is also a vast literature studying DID methods. We align more with the
strand that looks at the canonical DID setup such as Abadie (2005), De Chaisemartin
and d’Haultfoeuille (2018), Botosaru and Gutierrez (2018), and Sant’Anna and Zhao
(2020). In particular, our paper is related to Botosaru and Gutierrez (2018) who study
DIDwith repeated cross-sectionswhen the treatment status ismissing in one of the two
periods. Their solution relies on observing proxies in both periods for identifying the
ATT. A key assumption is that the proxies must not affect the change in outcomes after
conditioning on the true treatment status, making it similar to a non-differential error
assumption. In contrast, we allow for measurement error to be differential. Moreover,
our method doesn’t require observing a variable (proxy) in both periods and works in
both panels and repeated cross-sections.

The rest of the paper is organized as follows. Section 2 describes the theory of mis-
classification in aDID framework alongwith the proposed solution. Section 3 discusses
application of the theory to two cases of misclassification; misreporting and mistarget-
ing. Section 4 presents empirical results from two separate transfer programs in India.
Section 5 concludes.
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2 DID with Misclassification

2.1 Design

Consider a setting where there are two time periods, t = 0 and t = 1. Let D∗
t denote a

latent (i.e. unobserved) binary treatment of interest such thatD∗
0 = 0 for everyone and

D∗
1 ≡ D∗. Let D be a misclassified proxy for D∗ such that some units are observed as

being treated between periods 0 and 1.
Let Yt(D∗) denote the potential outcome at time period t. Then,

Yt = Yt(0) · (1−D∗) + Yt(1) ·D∗ for each t = 0, 1. (1)

Our parameter of interest, τ ≡ E[Y1(1) − Y1(0)|D∗ = 1], is defined as the ATT for the
latent subpopulation, D∗ = 1.

Let X = (X1, X2, . . . , Xk) be a vector of pre-treatment covariates. For notation
brevity, we will use R = (1, X) to be the vector which includes an intercept. Also,
let ∆ be the first-differencing (FD) operator such that for any random variable, W ,
∆W ≡ W1 −W0 represents the change between time periods, 0 and 1.

Assumption 1 (Conditional parallel trends). E[∆Y (0)|X,D∗] = E[∆Y (0)|X].

Assumption 2 (Overlap). P(D∗ = 1) > 0 and P(D∗ = 1|X) < 1.

Assumption 3 (No-anticipation). E[Y0(1)− Y0(0)|X,D∗ = 1] = 0.

Assumption (1) imposes that the average trend in the untreated potential outcome
of the two groups would have evolved in parallel between period 0 and 1 conditional
onX . This allows for covariate specific time trends in the untreated potential outcome
means.4 Assumption 2 is the overlap condition which is required for identifying the
ATT for each subpopulation ofX andAssumption 3 states that there are no anticipatory
effects of the treatment in period 0, conditional on X . All three assumptions are quite
standard in the conditional DID literature.

4Other papers that use conditional parallel trends include Abadie (2005), Callaway and Sant’Anna
(2020), Sant’Anna and Zhao (2020), and Wooldridge (2021).
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Remark 1. As is well known, under assumptions 1-3, ifD∗ were perfectly observed, one could

identify τ using conditional DID methods.

2.2 Linear DID

Using (1) and the definition of∆, we canwrite Y1 = Y0(0)+∆Y (0)+D∗ ·(Y1(1)−Y1(0))

and Y0 = Y0(0) + D∗ · (Y0(1) − Y0(0)). The conditional means of Yt given D∗ are then
given as

E[Y0|X,D∗] = E[Y0(0)|X,D∗] (using no-anticipation) and

E[Y1|X,D∗] = E[Y0(0)|X,D∗] + E[∆Y (0)|X,D∗] +D∗ · τ(X).

(2)

The second equality follows from the simple characterization thatE[Y1(1)−Y1(0)|X,D∗] =

D∗ · E[Y1(1) − Y1(0)|X,D∗ = 1] + (1 − D∗) · E[Y1(1) − Y1(0)|X,D∗ = 0] which implies
that D∗ · E[Y1(1)− Y1(0)|X,D∗] = D∗ · E[Y1(1)− Y1(0)|X,D∗ = 1] ≡ D∗ · τ(X). Let

E[Y0(0)|X,D∗] = η00 + η01D
∗ + X̊η02 +D∗X̊η03 (3)

E[∆Y (0)|X] = δ01 + X̊δ11 and (4)

τ(X) = τ + X̊κ (5)

where X̊ = X − E(X|D∗ = 1). Define R̊ ≡ (1, X̊) andW ∗ ≡ D∗R̊. Note that the above
framework allows the conditional means to be flexible in X and D∗ and also allows
heterogeneity in the ATT based on covariates.

Two-period panel Substituting (3), (4), (5) in (2) and taking first differences, we can
write the equation in error form as

∆Y = R̊δ +W ∗θ +∆ξ such that E[∆ξ|R,D∗] = 0. (6)

Here δ = (δ01, δ
′
11)

′, and θ = (τ, κ′)′.
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Repeated cross sections Let T is a binary indicator for the post-treatment period.
Then Y = Y1 · T + Y0 · (1− T ). Using (2)-(5), we can write Y in error form as

Y = R̊η1 + W̊η2 + T · R̊δ + T · W̊θ + ξ, such that E[ξ|R,D∗, T ] = 0 (7)

where η1 = (η00, η
′
02)

′, η2 = (η01, η
′
03)

′, ξ = T ·ξ1+(1−T )ξ0 where ξt is the error associated
with Yt, t = 0, 1.

2.3 Identification with Partial Observability Probit

Assume that
D = D∗ · S (8)

where S is a binary indicator for correct classification.5 This is a one-sided error for-
mulation since D = 1 implies D∗ = 1 but can never imply D∗ = 0. On the other hand,
D = 0 can either imply D∗ = 1 or D∗ = 0. In other words, errors of exclusion are
permitted whereas errors of inclusion are ruled out.

Assume that D∗ = 1{Rγ + U ≥ 0} and S = 1{Zα + V ≥ 0} where R is the vector
of exogenous covariates that predict D∗ and Z is the 1 × p vector of instruments that
predict S. γ and α are parameter vectors of size k + 1 and p, respectively, and U and V
are the two latent errors.

Let the conditional distribution of (−U,−V ) be bivariate normal with a CDF given
by FU,V (·, ·; ρ)where ρ is the correlation coefficient. Then

P(D = 1|R,Z) = P(−U ≤ Rγ,−V ≤ Zα) = FU,V (Rγ,Zα; ρ). (9)

defines a partial observability probit (POP). Identification of parameters (α, γ, ρ)(k+p+2)

in this model requires atleast one exogenous variable in Z that is excluded from R. In

5As discussed in Acerenza et al. (2021),D = D∗ ·S+(1−D∗)·(1−S) is the general error formulation
which allows both kinds of classification errors. This is easily derived from themore common additively
separable form, D = D∗ + ε.
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addition, the exogenous variables must take on atleast as many distinct values as the
number of unknown parameters. This is easily achieved by including continuous vari-
ables in X and Z. These conditions are needed for local identification of the POP pa-
rameters (see Poirier (1980) for a longer discussion). The next assumption formalizes
the relationship between the outcome, participation, andmisclassification equation er-
rors.

Assumption 4. Assume that a) The error term ∆ξ is independent of R, Z, with variance σ2;

and the error terms (U, V ) are independent of all covariates R, Z and have unit variances. The

correlations for the pairs (∆ξ, V ) and (U, V ) are denoted ψv and ρ, respectively. b) The error

terms (∆ξ, U, V ), follow a trivariate normal distribution, conditional on all covariates (R,Z)

i.e.

(∆ξ, U, V )′|R,Z ∼ N(0,Σ) where Σ =


σ2 0 ψvσ

0 1 ρ

ψvσ ρ 1

 .

In the case of repeated cross sections, simply replace ∆ξ with the pooled error ξ, where the

conditioning set includes T .

We see that the correlation between the outcome error andU is zero. This is because
D∗ is not allowed to be correlated with time-varying unobservables in a DID. This is a
salient difference between the current analysis and NDT. The latter require atleast two
exclusion restrictions; one for the endogeneity of D∗ and the other for endogenous S.
In contrast, we require only one exclusion restriction since time-invariant endogeneity
of D∗ is allowed under the DID design. V and the outcome error are allowed to be
correlated because of differential misclassification. Note that joint normality of the
errors is not necessary for the procedure to work (see Nguimkeu et al. (2019)).

To put it in familiar terms, the POPmodel and assumption 4 together contain the fol-
lowing identification assumptions: i)P(S = 1|R,Z) ̸= P(S = 1|R), ii)E(∆ξ|R,Z,D∗) =

0, and iii) E(∆ξ|R,Z,D∗, D) ̸= E(∆ξ|R,Z,D∗). Part i) is the instrument relevance as-
sumption that imposes that misclassification probabilities depend on the instrument,
part ii) implies that the instrument and latent treatment are both exogenous to the out-
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come error, and part iii) states that misclassification is differential because outcomes
are not independent of the measurement error even if we condition on the latent D∗.

2.4 Two-step Estimator

Assume that the researcher has access to a random sample. Formally,

Assumption 5 (Random sampling). Assume that the data are either independent and iden-

tically distributed from i) Panel: {(Yit, Xi, Di); i = 1, 2, . . . , N}, for t = 0, 1; or ii) Re-

peated cross section: {(Yi, Di, Ti, Xi); i = 1, 2, . . . , N} where λ ≡ P(T = 1) ∈ (0, 1) and

(Y,D, T,X) ∈ R× {0, 1} × {0, 1} × Rk.

We propose a two-step procedure where the first-step involves estimating the POP
parameters by maximizing the log-likelihood function

max
(γ,α,ρ)

N∑
i=1

Dilog[FU,V (Riγ, Ziα; ρ)] + (1−Di)log[1− FU,V (Riγ, Ziα; ρ)]. (10)

First-step: Use α̂ fromequation (10) to obtain the predictedprobabilities D̂∗
i = Φ(Riγ̂).6

Define, R̂∗ ≡ (1, X̂∗), X̂∗ = X − ˆ̄X∗
1 and ˆ̄X∗

1 = 1

N̂∗

∑N
i=1 D̂

∗
i ·Xi with N̂∗ =

∑N
i=1 D̂

∗
i

being the sum of predicted probabilities. Finally, Ŵ ∗ ≡ D̂∗R̂∗.
Second-step: Use the predicted probabilities from the first-step in the regression of

∆Yi on R̂∗
i , Ŵ

∗
i , i = 1, . . . , N. (11)

The coefficient on Ŵ ∗
i gives us the proposed two-step FD estimator θ̂2SFD.

For repeated cross sections, the two-step POLS estimator θ̂2SPOLS is obtained as the
coefficient on TiŴ ∗

i from the second step regression,

Yi on R̂∗
i , Ŵ

∗
i , TiR̂

∗
i , TiŴ

∗
i , i = 1, . . . , N. (12)

Both θ̂2SFD and θ̂2SPOLS are consistent and asymptotically normal. Formally,

6Implementation of first-step can be achieved using the biprobit command in Stata.
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Theorem 1 (Asymptotic distribution of the two-step estimator). Under assumptions 1,

2, 4, 5, and full rank of the E(R̊′R̊) matrix

√
N(τ̂ 2SFD − τ)

d→ N(0,ΩFD) and
√
N(τ̂ 2SPOLS − τ)

d→ N(0,ΩPOLS)

ΩFD = E(R̊i|D∗
i = 1) · Avar[

√
N(θ̂2SFD − θ)] · E(R̊i|D∗

i = 1)′

ΩPOLS = E(R̊i|D∗
i = 1) · Avar[

√
N(θ̂2SPOLS − θ)] · E(R̊i|D∗

i = 1)′

whereAvar[
√
N(θ̂2SFD−θ)] = Ω−1

Γ ΩψΩ
−1
Γ andAvar[

√
N(θ̂2SPOLS−θ)] = Ω−1

Γ

(
Ωψπ
λ

+
Ωψη
(1−λ)

)
Ω−1

Γ .

ΩΓ = E[ΓiΓ′
i],Γi = Φ(Riγ)R̊

′
i − E[Φ(Riγ)R̊′

iR̊i]E[R̊′
iR̊i]

−1R̊′
i

Ωψ = E[ψiψ′
i], ψi = Γi

{
R̊iδ + (W ∗

i −Π∗
i (γ))θ +∆ξi +Φ(Riγ)(

ˆ̄X∗
1 − µ1)κ− ϕ(Riγ)Ri(γ̂ − γ)R̊iθ

}
Ωψπ = E[ψiπψ′

iπ], ψiπ = Γi

{
R̊iπ1 + (W ∗

i −Π∗
i (γ))π2 + ξi1 +Φ(Riγ)(

ˆ̄X∗
1 − µ1)(η03 + κ)

− ϕ(Riγ)Ri(γ̂ − γ)R̊i(η01 + τ)

}
Ωψη = E[ψiηψ′

iη], ψiη = Γi

{
R̊iη1 + (W ∗

i −Π∗
i (γ))η2 + ξi1 +Φ(Riγ)(

ˆ̄X∗
1 − µ1)η03 − ϕ(Riγ)Ri(γ̂ − γ)R̊iη01

}

Even though our focus is on the unconditional ATT, the framework and asymptotic
theory can be used for identification and estimation of the conditional estimand τ(X).

3 Examples

3.1 Misreporting

In a typical misreporting example, D∗ is the treatment received whereas D documents
its reported status. The latter may be contaminated on account of false claims of receipt
or non-receipt by individuals. In this case, τ is interpreted as the average treatment
effect for those who truly received the treatment. Define qd = P(D∗ = d|D = d) as
the probability of correctly reporting treatment level d = 0, 1. Then, the one-sided
formulation in equation (8) implies that q1 = 1.

Proposition 1 (Bias under non-differentialmisreporting). If misreporting is non-differential
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i.e. E[∆ξ|D,D∗] = E[∆ξ|D∗], then

E[∆Y |D = 1]− E[∆Y |D = 0] = τ · q0 (13)

under ‘no-anticipation’ and ‘parallel trends’ in D∗.

The above proposition states that if misreporting in D is non-differential or exoge-
nous, i.e. that mismeasured treatment contains no information on mean outcome once
we condition on the true receipt, the bias in the unconditional DID estimand has the
familiar attenuation form (seen most notably in Aigner (1973), Lewbel (2007), and
Battistin and Sianesi (2011)). This simpler bias expression also suggests that non-
differential misreporting will not cause parallel trends to be violated in D. However,
this ceases to be true in the case of differential misreporting.

3.1.1 Bias in Linear DID Estimators

If misclassification is differential, the asymptotic bias is harder to ‘sign’. Define θ̂FD and
θ̂POLS as the estimators of θ which replace D in place of D∗ in equations (6) and (7),
respectively. Then

Theorem 2 (Bias under differential misreporting). Define Ṙi = (1, Ẋi) where Ẋi = Xi−

E(Xi|Di = 1) and Ẇi = DiṘi. Then, given assumptions 1, 2, 3, 4, and 5, and E[Ṙ′
iṘi] being

full rank

plim(τ̂FD)− τ = E[ṘiQ
−1(Aδ +Bθ + C)|Di = 1]

plim(τ̂POLS)− τ = E[Ṙi

{
Q−1

1 (A1π1 +Bπ2 + C1)−Q−1
0 (A1η1 +Bη2 + C0)

}
|Di = 1]

whereQ = E(Ẇ ′
iẆi)−E(Ẇ ′

i Ṙi)E(Ṙ′
iṘi)

−1E(Ṙ′
iẆi),A = E(Ẇ ′

i R̊i)−E(Ẇ ′
i Ṙi)[E(Ṙ′

iṘi)]
−1E(Ṙ′

iR̊i),

B = E[Ẇ ′
i (W

∗
i −Ẇi)]−E(Ẇ ′

i Ṙi)[E(Ṙ′
iṘi)]

−1E[Ṙ′
i(W

∗
i −Ẇi) andC = σψvE

[
Ṙ′
iϕ(−Ziα)Φ

(
Riγ−ρZiα√

1−ρ2

)]
.

Note that Qt, At, Bt and Ct for τ̂POLS are defined analogously for the T = 0, 1 populations.

As we can see from the above theorem, with differential misclassification in D, the
asymptotic bias in the FD and POLS estimators does not have a simple attenuation
form.
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3.2 Mistargeting

Let D∗ denote the treatment which was intended under the targeted program and D

denote treatment received. Since the program is mistargeted, D is endogenous such
that DID with observed D does not have a causal interpretation and will not recover
anything meaningful.7

For this setup, Yt(D∗)denotes the potential outcome at period t corresponding to the
intended treatment. Then, τ is interpreted as the average treatment effect for those intended

to be treated (D∗ = 1), which we refer to as ATITT. This setting bears similarity to the
intention to treat (ITT) analysis. The latter uses the random treatment assignment
indicator to estimate the ITT effect since actual treatment adoption is endogenous due
to non-compliance. A mistargeting setting is different in that: 1) original treatment
assignment is nonrandom, such as an eligibility criteria (as is common with targeted
programs like conditional cash transfers etc.) 2) The true assignment is unknown 3)
Endogeneity in the observed treatment stems from a misclassification problem.

Given that one interprets τ as the ATITT, the theory developed in section 2 can be
applied without further comment.

4 Empirical Applications

In this section, we apply the proposed method to two large-scale national programs
in India. The first, known as the Indira Gandhi National Old Age Pension Scheme
(IGNOAPS), is a social assistance program whose objective is to provide a monthly
pension to elderly persons with no regular income or family support (Kaushal (2014);
Unnikrishnan and Imai (2020); Asri (2019)). Benefits from government-run transfer
programs arewell-known to bemisreported (Meyer et al. (2015); Stecklov et al. (2018);
Martinelli and Parker (2009)). This is especially true of India, where respondents are
well known to under-report asset or income transfers in order to appear more needy

7DeChaisemartin and d’Haultfoeuille (2018) study endogenous treatment selection but rather focus
on identifying and estimating the local average treatment effect.
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(Stecklov et al. (2018)). Based on the 2012 data from Indian Human Development
Surveys (IHDS), IGNOAPS’s coverage is less than half of that reported in official gov-
ernment statistics. This indicates serious under-reporting of pension benefits.

The second is an in-kind transfer program known as the Targeted Public Distri-
bution System (TPDS). TPDS distributes highly subsidized food grains, mainly rice
and wheat, to poor eligible households (Balani (2013); Gadenne et al. (2021)) who are
identified based on a selection criteria.8 Once identified, these households are issued
BPL (below poverty line) ration cards which entitles them to receive food grains at
much lower prices than non-BPL households. The latter purchase these commodities
at market prices.

A key challenge with TPDS is that the program is heavily mistargeted (Dutta and
Ramaswami (2001); Swaminathan and Misra (2001); Hirway (2003); Khera (2008)).9

In particular, errors of exclusion are disproportionately larger than errors of inclusion
(Jha et al. (2013); Pingali et al. (2019)).10 As a rough estimate, we observe 56% of the
poor households in our data having no BPL ration card (wrong exclusion) whereas
only 8% of the non-poor households report having a BPL ration card (wrong inclusion)
(Appendix Table C.3).

4.1 Data

For both programs, we use data from the IHDS. These are a large scale, multi-topic, na-
tionally representative panel of household surveys conducted by the National Council
of Applied Economic Research India, the University of Maryland, Indiana University,
and the University of Michigan (Desai and Vanneman (2010, 2018)). IHDS collects in-

8The selection criteria includes qualitative variables such as possession of land operated/owned;
ownership of TVs, motorcycles, and other durables; and ownership of agricultural machinery and im-
plements (Kochar (2005); Ram et al. (2009); Kaushal and Muchomba (2015)).

9Estimates suggest that targeting errors continue to be significant as only 28% of the bottom 40% of
the households access TPDS (Pingali et al. (2019)).

10For instance, Jha et al. (2013) report that the proportion of poor who used TPDS in 2004-2005 was
only 30% and the exclusion error was as high as 70%.
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dividual and household level data on various indicators, including household income,
expenditure, assets, education, caste, gender relations, health, local infrastructure, and
availability of facilities. More importantly, the health module in the IHDS collects an-
thropometric data on all children up to the age of 11 years present in the household.
The IHDS also includes ration card ownership status and records self-reported status
on benefits received from various government programs, including old-age pension
benefits received under the IGNOAPS.

4.2 Correcting Under-reporting in IGNOAPS

We focus on estimating the impact of a change in IGNOAPS’s targeting rule, when the
eligibility age was lowered from 65 to 60 years, on the health outcomes of children
residing in pension receiving households. Social pension programs have been shown
to be important tools for poverty reductionwithwide-ranging impacts beyond its direct
beneficiaries (Case and Deaton (1998)).11 For example, Duflo (2003) shows that the
South African old-age pension program positively impacted the health outcomes of
co-residing children.

In our sample, we observe 660 households that report receiving IGNOAPS pension
(treated group) and 6,498 households that do not report receiving it (control group)
for years 2005 (baseline) and 2012 (endline). We consider two separate binary out-
comes; one that captures whether there are any underweight children in the house-
hold aged 2-11 years and the second which captures stunting in children between the
same ages. A child is defined as underweight and/or stunted if the weight-for-age z-
score (WAZ) and/or height-for-age z-score (HAZ) is less than 2 standard deviations
below the World Health Organization’s global age-wise weight and height standards.
We code the outcome variable as 1 if any children in the household between 2 to 11
years were underweight and/or stunted and 0 otherwise.

We formulate under-reporting of pension benefits under IGNOAPS using the POP

11Studies have shown that other members of the households, especially children, benefit from pen-
sions to the elderly (Duflo (2003); Edmonds et al. (2005)).
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equation in (9). In this case,D is the self reported IGNOAPS pension benefit status and
R contains variables used to determine the eligibility of IGNOAPSbeneficiaries, like the
number of old people (≥ 60 years) in the household, consumption expenditures, and
land and asset ownership. In particular, we use the presence of any non-household
members at the time of the interview as the excluded variable (instrument) that pre-
dicts S. The argument here is: if a household truly receives a pension, presence of a
non-household member during the interview increases the likelihood that the respon-
dent is truthful in their report. Given that households in rural India live in close-knit
communities where neighbors and other households in the community know almost
everything about each other’s background and activities, underreporting benefits from
old age pension in the presence of other community members is less likely.12

We then implement the proposed two-step DID estimator by plugging in the first-
step predicted probability of truly receiving the IGNOAPS pension benefits into the
regression specification in (11). The dependent variable is a change in the stunting
and underweight status between baseline and endline samples. See Table C.1 for a list
of covariates included in this regression.

4.2.1 Results

The results from the first-step estimation of the POP equation are presented in Table
1 and those from the second-stage regression specifications are reported in Table 2.
Columns (1)-(4) provideDID estimates using the under-reported IGNOAPS treatment

12Individuals may underreport even in the presence of others if there is a social stigma attached to
the information that is being elicited. This generally happens in the case of diseases, health problems,
and questions of personal and sensitive nature like sexual behavior and domestic violence. Old age
pension does not carry any particular social stigma; therefore, we don’t believe there is an incentive to
underreport pension benefits due to social stigma. We, however, believe that community members will
be well aware of the presence of an older member receiving a pension from the government because
the program is well known and the average pension amount received by the treated households is INR
370 (around $7) per month, which may be large enough for the households to afford better nutrition for
children but small enough for household to try to hide from neighbors and community members.
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dummy. We observe that these estimates are negative and statistically insignificant for
stunting but positive and statistically significant for being underweight. These uncor-
rected estimates suggest that while the incidence of stunting declines, incidence of be-
ing underweight increases for households receiving pension benefits. Estimates from
our proposed procedure are reported in columns (5) and (6) of the same table. We
find these to be negative and large (in comparison to uncorrected estimates) for stunt-
ing and close to zero for being underweight. However, these are estimated noisily. Our
results indicate that the actual effect of receiving pension on children’s health is higher
than what the naive estimates would suggest.

4.3 Correcting Exclusion Errors in TPDS

For TPDS, we observe 3,035 households having a BPL ration card (treated group) and
6,345 without a BPL ration card (control group). Our outcome of interest is the daily
per-capita calorie intake which is calculated from item-wise food consumption data
reported in IHDS.13 We leverage the global food price shock of 2007-08, which caused
the market price of rice and wheat to go up, to estimate the ATITT for truly-eligible
BPL ration card holders.14 Our hypothesis is that access to TPDS subsidies will allow
BPL cardholders to maintain their real value of income if food prices go up (relative to
non-BPL households).

The exclusion errors in targeting of BPL ration cards are modeled using the POP
model in (9). In this case, D is the observed BPL ration card status and acts as a mis-
targeted proxy for the true but unobserved eligibility status D∗. S is an indicator for
correct targeting of an eligible household. R represents a vector of variables that were
supposed to be used for determining the true eligibility of TPDS beneficiaries like in-
comes, consumption expenditures, land and asset ownership. In this particular case,
we use links with local officials andmembership in local caste associations as the set of

13Additional details about sample construction can be found in Appendix B.
14Although BPL ration card households have to purchase TPDS grains, they are available at highly

subsidized prices which are much lower than the market prices.
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excluded variables (instruments) that predict S. The idea here is that conditional on
a household being eligible to get a BPL ration card, such links and affiliations increase
the likelihood of actually receiving the card.15

We then implement the proposed two-step DID estimator by plugging in the pre-
dicted probability from the first-step into a FD regression specification where the de-
pendent variable is the change in the daily per-capita calorie intake between baseline
and endline. See Table C.2 for a list of covariates included in this regression.

4.3.1 Results

The results from first-step estimation of the POP equation are presented in Table 3
whereas those from the second-stage regression specifications are reported in Table 4.
Columns (1)-(3) provide DID estimates that use the mistargeted BPL dummy. While
these are positive and statistically significant, these do not have an interesting causal
interpretation. Yet, these are the estimates that naive analyses of such a mistargeted
program are bound to report. Our main DID estimates are reported in columns (4)
and (5) of the same table. According to the theory outlined in this paper, these have
a valid causal interpretation and should be interpreted as providing estimates of the
effect of being truly eligible to receive BPL subsidy on the average calorie intake of poor
eligible households. We find this effect to be negative and significant. We also find our
estimates robust to including controls and benefits received with other governmental
programs.

5 Conclusion

Much of the DID literature, both econometric and applied, assumes that the treatment
is measured accurately. There is sufficient evidence in the applied literature to suggest

15This is consistent with observations made in the literature that elite capture and connections with
local politicians is helpful in getting access to benefits from transfer programs in developing countries
(Pande (2007); Besley et al. (2012); Panda (2015); Gambhir et al. (2017)). For TPDS, Panda (2015) shows
that local political connections are conducive to being selected into getting a BPL ration card.
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that participation in programs is mismeasured. This may be due to misreporting of
program benefits or mistargeting of interventions which results in the wrongful inclu-
sion or exclusion of program beneficiaries. In this paper, we focus on identifying and
estimating the latent ATT when the observed treatment is misclassified for the true
(but latent) treatment variable in a standard DID framework.

Our solution considers the common case of one-sided misclassification where we
allow such errors to be differential. Identification of the latent ATT is achieved by char-
acterizing these errors using a partial observability probit that involves an exclusion re-
striction which only affects the misclassification probability. The proposed procedure,
then, corrects for the problem by predicting the latent treatment from the first-step and
plugging it into DID regressions in the second-step. The resulting two-step estimator
is shown to have favorable asymptotic properties.

We demonstrate the method by applying it to two large-scale transfer programs in
India. The first one is an old age pension schemewhose benefits are known to be under-
reported and the second is a targeted food assistance program which is well-known to
be mistargeted (excludes the eligible poor). After correcting for under-reporting of
benefits, we find that households receiving pensions had fewer stunted children. This
effect is more muted when we do not address the under-reporting of pension benefits.
In the second application, the naive (uncorrected) estimates suggest that receiving the
food subsidy improved the nutritional outcomes of BPL ration card households. Due
to under targeting of BPL ration card beneficiaries, this estimate does not have a causal
interpretation. Therefore, we focus on estimates of the average intended effect of such a
subsidy on eligible households’ nutritional outcomes. We find this effect to be negative
and statistically significant. Overall, these two applications help to highlight howusing
a mismeasured treatment in a DID context may be misguided for policy making pur-
poses. We argue that the method proposed in this paper can be applied to situations
where the treatment may either be misreported or mistargeted and how, depending on
the application, one may correctly causally interpret the two-step estimates from our
procedure.
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Tables

Table 1: Partial Observability Model for Self-Reported IGNOAPS Benefits Status

(1) (2)
Log operated land -0.058 0.368∗

(0.112) (0.207)
Log consumption expenditure 0.045 -0.187

(0.107) (0.124)
Asset count -0.042∗∗∗ 0.044∗

(0.010) (0.024)
BPL ration card dummy 0.293∗∗∗ 0.141

(0.074) (0.119)
Muslim dummy -0.062

(0.147)
Other religion summy 0.769∗∗∗

(0.278)
SC/ST dummy 0.304∗∗ 0.069

(0.152) (0.150)
Other backward caste dummy 0.248∗∗ 0.246∗

(0.099) (0.127)
Number of old members 0.214∗∗∗ 1.526∗∗

(0.074) (0.701)
Non-household member present during survey dummy 0.399∗∗∗

(0.142)
N 7158

Notes: Columns (1) and (2) report estimates from the POP equation for D∗ and
S equations, respectively. The implementation of the first step is done using the
biprobit command in Stata. The dependent variable in both equations is a
dummy variable which is 1 if the household is treated (reported geting pension
under the IGNOAPS), 0 otherwise. Standard errors in parentheses clustered at
the village level. ***, **, and * indicate statistical significance at the 1%, 5%, and
10% levels, respectively.
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Table 2: Difference-in-Difference Estimates for IGNOAPS

(1) (2) (3) (4) (5) (6)
Observed treatment Predicted treatment

Dependent variable: Stunted Underweight Stunted Underweight Stunted Underweight
IGNOAPS -0.001 0.080∗∗∗ -0.025 0.051∗ -0.059 0.002

(0.026) (0.027) (0.026) (0.027) (0.106) (0.087)

Controls No No Yes Yes Yes Yes
Controls × IGNOAPS No No Yes Yes Yes Yes
N 7158 7158 7158 7158 7158 7158

Notes: IGNOAPS is a dummy variable which is 1 if the respondent reported a member recieving pen-
sion under the IGNOAPS, 0 otherwise. Household controls include log operated land, log consumption
expenditure, number of assets, caste dummies, religion dummies, literate member dummy, dummy for
participation in the Mahatma Gandhi National Rural Guarantee Scheme (MGNREGS), number of chil-
dren, number of elders and average age of children whowere surveyed for anthropometric measures. All
covariates demeaned by treatment group means. Standard errors in parentheses for specifications (1) to
(4) are clustered at the village level. Specifications (5) and (6) have bootstrapped standard errors with
200 replications. ***, **,and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 3: Partial Observability Model for BPL Ration Card Ownership

(1) (2)
Log operated land -0.074 -0.570***

(0.093) (0.117)
Log consumption expenditure -0.386*** -0.041

(0.112) (0.154)
Hindu dummy 0.829***

(0.175)
Other caste dummy -0.988***

(0.154)
Other backward caste dummy -0.306**

(0.120)
Rural dummy 0.347 0.325

(0.211) (0.265)
Any vehicle owned dummy 0.004 -0.184

(0.185) (0.153)
Motor vehicle owned dummy -1.413*** 6.817***

(0.276) (2.043)
Cooler owned dummy -0.300 -0.406

(0.206) (0.276)
TV owned dummy -0.458*** 0.102

(0.152) (0.172)
Electric fan owned dummy -0.264 -0.263**

(0.162) (0.132)
Refrigerator owned dummy -0.142 -0.886***

(0.205) (0.307)
Kaccha house dummy -0.253** -0.256**

(0.120) (0.116)
LPG gas dummy 0.785*** -0.172

(0.257) (0.322)
Tractor/thresher owned dummy -0.551* -0.662*

(0.289) (0.339)
Any member in local caste associations 0.680***

(0.117)
Panchayat official close to household 0.276***

(0.106)
N 9380

Notes: Columns (1) and (2) report estimates from the POPequa-
tion forD∗ and S equations, respectively. The implementation of
the first-step is done using the biprobit command in Stata. The
dependent variable in both equations is a dummy variable which
is 1 if the household is treated (owns a below poverty line ration
card), 0 otherwise. Standard errors in parentheses clustered at
the village level. ***, **, and * indicate statistical significance at
the 1%, 5%, and 10% levels, respectively.
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Table 4: Difference-in-Difference Estimates for TPDS

(1) (2) (3) (4) (5)
Observed treatment Predicted treatment

Dependent variable: Log change in calories consumed per person per day
BPL 0.042*** 0.034*** 0.027** -0.070* -0.068*

(0.016) (0.013) (0.013) (0.038) (0.038)

Controls No Yes Yes Yes Yes
Government programs No Yes Yes Yes Yes
Controls × BPL No No Yes No Yes
Government programs × BPL No No Yes No Yes
N 9380 9380 9380 9380 9380

Notes: BPL is a dummy variable which is 1 if the household owns a below poverty
line ration card, 0 otherwise. Household controls include log operated land, log con-
sumption expenditure, caste dummies, number of family members, rural dummy, asset
count, dummies for ownership of vehicle, motor car, moterbike, cooler or AC, refriger-
ator, TV, electric fan, telephone, electricity and finally a dummy for whether the house-
hold have a makeshift dwelling or a kaccha house. Government programs include par-
ticipation in the Mahatma Gandhi National Rural Guarantee Scheme (MGNREGS) or
benefits received from other welfare programs like health insurance, scholarships, old
age pension, maternity scheme, disability scheme, income generation programs other
thanMGNREGS, assistance fromdrought/flood compensation, and insurance payouts.
All covariates demeaned by treatment groupmeans. Standard errors in parentheses for
specifications (1) and (3) are clustered at the village level. Specifications (4) and (5)
have bootstrapped standard errors with 200 replications. ***, **, and * indicate statisti-
cal significance at the 1%, 5%, and 10% levels, respectively.
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A Proofs
Proof of Proposition 1. For simplicity, assume there are no covariates and that the no-
anticipation and parallel trends assumptions hold unconditionally. Using equation 1,
we can write,

∆Y = ∆Y (0) + (Y1(1)− Y1(0)) ·D∗ − (Y0(1)− Y0(0)) ·D∗

Parallel trends implies E[∆Y (0)|D∗] = E[∆Y (0)] = θ (say). Then, by parallel trends
and no-anticipation assumption

E[∆Y |D∗] = θ +D∗ · τ. (A.1)

Alternatively, one may write (A.1) in error form as ∆Y = θ +D∗ · τ +∆ξ. Using this,
the unconditional DID becomes

E[∆Y |D = 1]− E[∆Y |D = 0] = τ · q0 + E[∆ξ|D = 1]− E[∆ξ|D = 0] (A.2)

where the above equality uses q1 = 1. Ifmisreporting is non-differential i.e. E[∆ξ|D,D∗] =
E[∆ξ|D∗], then

E[∆ξ|D = 1]− E[∆ξ|D = 0] =

(
E(∆ξ|D∗ = 1)− E(∆ξ|D∗ = 0)

)
· q0 = 0

Therefore, E[∆Y |D = 1]− E[∆Y |D = 0] = τ · q0.
Proof of Theorem 1.

Consistency of θ̂2SFD: Consider

θ̂2SFD − θ =

(
Ŵ ∗′M̂∗Ŵ ∗

N

)−1
Ŵ ∗′M̂∗∆ε

N

=

(
Ŵ ∗′M̂∗Ŵ ∗

N

)−1
Ŵ ∗′M̂∗

N

[
(R̊− R̂∗)δ + (W ∗ − Ŵ ∗)θ +∆ξ

]
=

(
Ŵ ∗′M̂∗Ŵ ∗

N

)−1 [
Ŵ ∗′M̂∗R̊δ

N
+
Ŵ ∗′M̂∗(W ∗ − Ŵ ∗)θ

N
+
Ŵ ∗′M̂∗∆ξ

N

]
(A.3)

1



Now R̂∗ p−→ R̊ because

ˆ̄X∗
1 =

1

N
· N
N̂∗

N∑
i=1

D̂∗
i ·Xi =

1

P(D∗
i = 1)

· 1

N

N∑
i=1

D̂∗
i ·Xi + op(1)

=
1

P(D∗
i = 1)

· E(D∗
iXi) + op(1)

= E(Xi|D∗
i = 1) + op(1)

where the second equality follows from the fact that D̂∗ = Φ(Rγ̂)
p−→ Φ(Rγ). This

implies that as N → ∞,
ˆ̄X∗
1

p−→ E(Xi|D∗
i = 1)

Hence,(
Ŵ ∗′M̂∗Ŵ ∗

N

)−1
p−→ E[Φ2(Riγ)R̊

′
iR̊i]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1E[Φ(Riγ)R̊′
iR̊i]

and
Ŵ ∗′M̂∗R̊δ

N

p−→
{
E[Φ(Riγ)R̊′

iR̊i]− E[Φ(Riγ)R̊′
iR̊i][E(R̊′

iR̊i)]
−1E[R̊′

iR̊i]
}
δ

= 0 (A.4)

Now,
Ŵ ∗′M̂∗(W ∗ − Ŵ ∗)θ

N

p−→
{
E[Φ(Riγ)R̊′

i(D
∗
i − Φ(Riγ))R̊i]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1

E[R̊′
i(D

∗
i − Φ(Riγ))R̊i]

}
θ

= 0 (A.5)

where the last equality is due to lawof iterated expectations becauseE[D∗
i−Φ(Riγ)|Ri] =

0. Finally,

Ŵ ∗′M̂∗∆ξ

N

p−→ E[Φ(Riγ)R̊′
i∆ξi]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1E[R̊′
i∆ξi]

= 0

where again the last equality follows due to E(R̊′
i∆ξi) = 0 and law of iterated expecta-

tions.
Therefore, θ̂2SFD − θ

p−→ 0. Now,

τ̂ 2SFD =
1

N̂∗

N∑
i=1

D̂∗
i R̂

∗
i θ̂

2S
FD =

N

N̂∗

{
1

N

N∑
i=1

D̂∗
i R̂

∗
i θ +

1

N

N∑
i=1

D̂∗
i R̂

∗
i

(
θ̂2SFD − θ

)}

Now since N̂∗

N
= P(D∗

i = 1) + op(1) and 1
N

∑N
i=1 D̂

∗
i R̂

∗
i = 1

N

∑N
i=1Φ(Riγ)R̊i + op(1) =

2



E[Φ(Riγ)R̊i] + op(1). Therefore,

τ̂ 2SFD =
1

P(D∗
i = 1)

{
1

N

N∑
i=1

Φ(Riγ)R̊iθ +
1

N

N∑
i=1

Φ(Riγ)R̊i

(
θ̂2SFD − θ

)}
+ op(1)

Now, 1
N

∑N
i=1Φ(Riγ)R̊iθ = E[P(D∗

i = 1|Ri)R̊i] + op(1) where E[P(D∗
i = 1|Ri)R̊i] =

E[E(D∗
i R̊i|Ri)] = E[D∗

i R̊i]. Hence,

plim(τ̂ 2SFD − τ) = E[R̊i · plim(θ̂2SFD − θ)|D∗
i = 1] = 0

Therefore, τ̂ 2SFD − τ
p→ 0.

Consistency of θ̂2SPOLS: Let π̂2S
2 be the two-step estimator of the coefficient on Ŵ ∗

i from
estimating the regression of

Yi on R̂∗
i , Ŵ

∗
i if Ti = 1 for i = 1, . . . , N

which again using Frisch-Waugh gives us the following estimating equation

M̂∗
1Y1 = M̂∗

1 Ŵ
∗
1 + M̂∗

1 ε1 (A.6)

where M̂∗
1 = I1 − R̂∗

1(R̂
∗′
1 R̂

∗
1)

−1R̂∗′
1 is the residual making matrix for R̂∗

1 whose i-th ele-
ment is given as TiR̂∗

i and Ŵ ∗
1 , ε1 are defined analogously.

Then,

π̂2S2 − π2 =

(
Ŵ ∗′

1 M̂
∗
1 Ŵ

∗
1

N

)−1
Ŵ ∗′

1 M̂
∗
1 ε1

N

=

(
Ŵ ∗′

1 M̂
∗
1 Ŵ

∗
1

N

)−1
Ŵ ∗′

1 M̂
∗
1

N

{
(R̊1 − R̂∗

1)π1 + (W ∗
1 − Ŵ ∗

1 )π2 + ξ1
}

=

(
Ŵ ∗′

1 M̂
∗
1 Ŵ

∗
1

N

)−1{
Ŵ ∗′

1 M̂
∗
1 R̊1π1
N

+
Ŵ ∗′

1 M̂
∗
1 (W

∗
1 − Ŵ ∗

1 )π2
N

+
Ŵ ∗′

1 M̂
∗
1 ξ

1

N

}
(A.7)

where(
Ŵ ∗′

1 M̂
∗
1 Ŵ

∗
1

N

)−1
p−→ λ

{
E[Φ2(Riγ)R̊

′
iR̊i]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1E[Φ(Riγ)R̊′
iR̊i]

}
(A.8)
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and
Ŵ ∗′

1 M̂
∗
1 R̊1π1
N

=
Ŵ ∗′

1 {I1 − R̂∗
1(R̂

∗′
1 R̂

∗
1)

−1R̂∗′
1 }R̊1π1

N

=

{
Ŵ ∗′

1 I1R̊1

N
− Ŵ ∗′

1 R̂
∗
1(R̂

∗′
1 R̂

∗
1)

−1R̂∗′
1 R̊1

N

}
π1

=

 1

N

N∑
i=1

TiŴ
∗′
i R̊i −

(
1

N

N∑
i=1

TiŴ
∗′
i R̂

∗
i

)(
1

N

N∑
i=1

TiR̂
∗′
i R̂

∗
i

)−1(
1

N

N∑
i=1

TiR̂
∗′
i R̊i

)π1

p−→ λ
{
E[Φ(Riγ)R̊′

iR̊i]− E[Φ(Riγ)R̊′
iR̊i][E(R̊′

iR̊i)]
−1E[R̊′

iR̊i]
}
π1

= 0 (A.9)

Similarly,

Ŵ ∗′
1 M̂

∗
1 (W

∗
1 − Ŵ ∗

1 )π2
N

p−→ λ

{
E[Φ(Riγ)R̊′

i(D
∗
i − Φ(Riγ))R̊i]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1·

E[R̊′
i(D

∗
i − Φ(Riγ))R̊i]

}
π2

= 0 (A.10)

where the equality follows from the law of iterated expectations and the fact that
D∗
i

p−→ Φ(Riγ). Finally,

Ŵ ∗′
1 M̂

∗
1 ξ

1

N

p−→ E[Φ(Riγ)R̊′
iξi]− E[Φ(Riγ)R̊′

iR̊i][E(R̊′
iR̊i)]

−1E[R̊′
iξi]

= 0 (A.11)

where again the equality follows due to E(R̊′
iξi) = 0 and law of iterated expectations.

Therefore, together with A.7, A.8, A.9, A.10, and A.11, we obtain π̂2S
2 − π2

p−→ 0. Fol-
lowing in a similar manner, let η̂2S2 be the two-step estimator of the coefficient on Ŵ ∗

i

from estimating the regression of

Yi on R̂∗
i , Ŵ

∗
i if Ti = 0 for i = 1, . . . , N

Then, we can also show that η̂2S2 − η2
p−→ 0. Now since θ̂2SPOLS = π̂2S

2 − η̂2S2 , therefore
θ̂2SPOLS − θ

p−→ 0. Similar to the case for the FD-estimator, we can show τ̂ 2SPOLS − τ
p→ 0.

Asymptotic normality for θ̂2SFD:

√
N(θ̂2SFD − θ) =

(
Ŵ ∗′M̂∗Ŵ ∗

N

)−1
Ŵ ∗′M̂∗
√
N

[
(R̊− R̂∗)δ + (W ∗ − Ŵ ∗)θ +∆ξ

]

4



Now we have already shown that

Ŵ ∗′M̂∗Ŵ ∗

N
=

1

N

N∑
i=1

Φ2(Riγ̂)R̂
∗′
i R̂

∗
i −

(
1

N

N∑
i=1

Φ(Riγ̂)R̂
∗′
i R̂

∗
i

)(
1

N

N∑
i=1

R̂∗′
i R̂

∗
i

)−1(
1

N

N∑
i=1

Φ(Riγ̂)R̂
∗′
i R̂

∗
i

)

=
1

N

N∑
i=1

Γ̂iΓ̂
′
i
p→ E[ΓiΓ′

i] ≡ ΩΓ

where Γ̂i = Φ(Riγ̂)R̂
∗′
i −

(∑N
i=1Φ(Riγ̂)R̂

∗′
i R̂

∗
i

N

)(∑N
i=1 R̂

∗′
i R̂

∗
i

N

)−1

R̂∗′
i andΓi = Φ(Riγ)R̊

′
i−

E[Φ(Riγ)R̊
′
iR̊i]E[R̊′

iR̊i]
−1R̊′

i. Therefore, using the above we can write

√
N(θ̂2SFD − θ) = Ω−1

Γ

(
Ŵ ∗′M̂∗
√
N

[
(R̊− R̂∗)δ + (W ∗ − Ŵ ∗)θ +∆ξ

])
+ op(1) (A.12)

Define, Π∗
i (γ) = Φ(Riγ)R̊i and let Π∗(γ) = [Π∗

1(γ)
′, . . . ,Π∗

N(γ)
′]′. Then, we can express

the terms inside the bracket as
Ŵ ∗′M̂∗
√
N

[
(R̊− R̂∗)δ + (W ∗ − Ŵ ∗ −Π∗(γ) + Π∗(γ))θ +∆ξ

]
=
Ŵ ∗′M̂∗
√
N

[
(R̊− R̂∗)δ + (W ∗ −Π∗(γ))θ + (Π∗(γ)− Ŵ ∗)θ +∆ξ

]
=
Ŵ ∗′M̂∗R̊δ√

N
+
Ŵ ∗′M̂∗{(W ∗ −Π∗(γ))θ +∆ξ}√

N
+
Ŵ ∗′M̂∗(Π∗(γ)− Ŵ ∗)θ√

N

=
√
NH1N +

√
NH2N +

√
NH3N (A.13)

Then by the central limit theorem,

√
NH1N =

Ŵ ∗′M̂∗R̊δ√
N

=
1√
N

N∑
i=1

Γ̂iR̊iδ =
1√
N

N∑
i=1

ΓiR̊iδ + op(1) (where E[ΓiR̊i] = 0)

√
NH2N =

Ŵ ∗′M̂∗[(W ∗ −Π∗(γ))θ +∆ξ]√
N

=
1√
N

N∑
i=1

Γi{(W ∗
i −Π∗

i (γ))θ +∆ξi}+ op(1)

due to law of iterated expectations and the fact that E[∆ξ|D∗, X] = 0 and

√
NH3N =

Ŵ ∗′M̂∗(Π∗(γ)− Ŵ ∗)θ√
N

=
1√
N

N∑
i=1

Γ̂i{Π∗
i (γ)− Ŵ ∗

i }θ =
1√
N

N∑
i=1

Γi{Π∗
i (γ)− Ŵ ∗

i }θ + op(1)

=
1√
N

N∑
i=1

Γi{Φ(Riγ)R̊i − D̂∗
i (R̂

∗
i − R̊i + R̊i)}θ + op(1)

=
1

N

N∑
i=1

Γi · {
√
N(Φ(Riγ)− D̂∗

i )R̊i − Φ(Riγ) ·
√
N(R̂∗

i − R̊i)}θ + op(1)

By the delta method,
√
N(Φ(Riγ)−D̂∗

i ) ≈ −ϕ(Riγ̃)Ri ·
√
N(γ̂−γ)where γ̃ lies between

5



γ̂ and γ. Since (R̂∗
i − R̊i)θ = −( ˆ̄X∗

1 − µ1)κ. Hence, one may rewrite the above as

√
NH3N =

1

N

N∑
i=1

−Γiϕ(Riγ)Ri ·
√
N(γ̂ − γ)R̊iθ +

1

N

N∑
i=1

ΓiΦ(Riγ) ·
√
N( ˆ̄X∗

1 − µ1)κ+ op(1)

=
1√
N

N∑
i=1

Γi

{
Φ(Riγ) · ( ˆ̄X∗

1 − µ1)κ− ϕ(Riγ)Ri(γ̂ − γ)R̊iθ
}
+ op(1)

Then,
√
N(θ̂2SFD − θ) = Ω−1

Γ · 1√
N

N∑
i=1

Γi

{
R̊iδ + (W ∗

i −Π∗
i (γ))θ +∆ξi +Φ(Riγ)(

ˆ̄X∗
1 − µ1)κ

− ϕ(Riγ)Ri(γ̂ − γ)R̊iθ

}
+ op(1)

= Ω−1
Γ · 1√

N

N∑
i=1

ψi + op(1)

Therefore,
√
N(θ̂2SFD − θ)

d→ N(0,Ω−1
Γ ΩψΩ

−1
Γ ) where Ωψ = E[ψiψ′

i]with

√
N( ˆ̄X∗

1 − µ1) =
1√
N

N∑
i=1

(
Φ(Riγ̂)Xi

ρ
− µ1

)
+ op(1)

√
N(γ̂ − γ) = −

(
E
[
(∂Pi/∂γ) · (∂Pi/∂γ′)

Pi(1− Pi)

])−1 1√
N

N∑
i=1

(
Di − Pi
Pi(1− Pi)

∂Pi
∂γ

)
+ op(1)

Now, since
√
N(τ̂ 2SFD − τ) =

1

P(D∗
i = 1)

· 1

N

N∑
i=1

Φ(Riγ)R̊i ·
√
N(θ̂2SFD − θ) + op(1) (A.14)

Therefore,

Avar[
√
N(τ̂ 2SFD − τ)] = E(R̊i|D∗

i = 1) · Avar[
√
N(θ̂2SFD − θ)] · E(R̊i|D∗

i = 1)′ (A.15)

Asymptotic Normality of θ̂POLS
2S : We know that

√
N(π̂POLS

2S − π2) =

(
Ŵ ∗′

1 M̂
∗
1 Ŵ

∗
1

N

)−1
Ŵ ∗′

1 M̂
∗
1√

N

{
(R̊1 − R̂∗

1)π1 + (W ∗
1 − Ŵ ∗

1 )π2 + ξ1
}

Then, in the manner of the two-period panel,

Ŵ ∗′
1 M̂

∗
1 Ŵ

∗
1

N

=
1

N

N∑
i=1

TiΦ
2(Riγ̂)R̂

∗′
i R̂

∗
i −

(
1

N

N∑
i=1

TiΦ(Riγ̂)R̂
∗′
i R̂

∗
i

)[
1

N

N∑
i=1

TiR̂
∗′
i R̂

∗
i

]−1(
1

N

N∑
i=1

TiΦ(Riγ̂)R̂
∗′
i R̂

∗
i

)

=
1

N

N∑
i=1

Γ̂1iΓ̂
′
1i

p−→ E[Γ1iΓ
′
1i] = λ · ΩΓ
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where Γ̂1i = TiΦ(Riγ̂)R̂
∗′
i −

(
1

N

N∑
i=1

TiΦ(Riγ̂)R̂
∗′
i R̂

∗
i

)(
1

N

N∑
i=1

TiR̂
∗′
i R̂

∗
i

)−1

TiR̂
∗′
i and

Γ1i = Ti · Γi = TiΦ(Riγ)R̊
′
i − E[Φ(Riγ)R̊

′
iR̊i]E[R̊′

iR̊i]
−1TiR̊

′
i. Therefore, using the above

we can write
√
N(π̂2S2 − π2) = λ−1Ω−1

Γ

(
Ŵ ∗′

1 M̂
∗
1√

N

{
(R̊1 − R̂∗

1)π1 + (W ∗
1 − Ŵ ∗

1 )π2 + ξ1
})

+ op(1) (A.16)

Define Π1(γ) = (Πi1(γ)
′, . . . ,ΠiN(γ)

′)′ where Π∗
i1(γ) = Ti · Π∗

i (γ). We can express the
terms inside the brackets above as

=
Ŵ ∗′

1 M̂
∗
1√

N

{
(R̊1 − R̂∗

1)π1 + (W ∗
1 − Ŵ ∗

1 +Π∗
1(γ)−Π∗

1(γ))π2 + ξ1
}

=
Ŵ ∗′

1 M̂
∗
1 R̊1π1√
N

+
Ŵ ∗′

1 M̂
∗
1 {(W ∗

1 −Π∗
1(γ))π2 + ξ1}√

N
+
Ŵ ∗′

1 M̂
∗
1 {Π∗

1(γ)− Ŵ ∗
1 }π2√

N

=
√
NHπ

1N +
√
NHπ

2N +
√
NHπ

3N (A.17)

where
√
NHπ

1N =
Ŵ ∗′

1 M̂
∗
1 R̊1π1√
N

=
1√
N

N∑
i=1

TiΓ̂iR̊iπ1 =
1√
N

N∑
i=1

TiΓiR̊iπ1 + op(1)

√
NHπ

2N =
Ŵ ∗′

1 M̂
∗
1 {(W ∗

1 −Π∗
1(γ))π2 + ξ1}√

N
=

1√
N

N∑
i=1

TiΓi{(W ∗
i −Π∗

i (γ))π2 + ξi1}+ op(1)

and
√
NHπ

3N =
Ŵ ∗′

1 M̂
∗
1 {Π∗

1(γ)− Ŵ ∗
1 }π2√

N
=

1√
N

N∑
i=1

TiΓi{Π∗
i (γ)− Ŵ ∗

i }π2 + op(1)

=
1√
N

N∑
i=1

TiΓi

{√
N(Φ(Riγ)− D̂∗

i )R̊i − Φ(Riγ) ·
√
N(R̂∗

i − R̊i)
}
π2 + op(1)

=
1√
N

N∑
i=1

TiΓi

{
Φ(Riγ) · ( ˆ̄X∗

1 − µ1)(η03 + κ)− ϕ(Riγ)Ri(γ̂ − γ)R̊i(η01 + τ)
}
+ op(1)

Hence,
√
N(π̂2S2 − π2) = λ−1Ω−1

Γ

1√
N

N∑
i=1

TiΓi

{
R̊iπ1 + (W ∗

i −Π∗
i (γ))π2 + ξi1 +Φ(Riγ)(

ˆ̄X∗
1 − µ1)(η03 + κ)

− ϕ(Riγ)Ri(γ̂ − γ)R̊i(η01 + τ)

}
+ op(1) (A.18)

= λ−1Ω−1
Γ

1√
N

N∑
i=1

Tiψiπ + op(1) (A.19)

implies that
√
N(π̂2S

2 − π2)
d→ N

(
0,

Ω−1
Γ ΩψπΩ

−1
Γ

λ

)
(A.20)
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where Ωψπ = E[ψiπψ′
iπ]. Similarly,

√
N(η̂2S2 − η2) = (1− λ)−1Ω−1

Γ

1√
N

N∑
i=1

(1− Ti)Γi

{
R̊iη1 + (W ∗

i −Π∗
i (γ))η2 + ξi1

+Φ(Riγ)(
ˆ̄X∗
1 − µ1)η03 − ϕ(Riγ)Ri(γ̂ − γ)R̊iη01

}
+ op(1) (A.21)

= (1− λ)−1Ω−1
Γ

1√
N

N∑
i=1

(1− Ti)ψiη + op(1) (A.22)

which implies that
√
N(η̂2S2 − η2)

d→ N

(
0,

Ω−1
Γ ΩψηΩ

−1
Γ

(1− λ)

)
(A.23)

where Ωψη = E[ψiηψ′
iη]. Finally, combining results in A.20 and A.23, we have

Avar[
√
N(θ̂2SPOLS − θ)] = Ω−1

Γ

(
Ωψπ

λ
+

Ωψη

(1− λ)

)
Ω−1

Γ (A.24)

Note that the covariance between the terms,
√
N(π̂2S

2 − π2) and
√
N(η̂2S2 − η2) is zero

since Ti(1 − Ti) = 0. Finally, we can recover the asymptotic distribution of τ̂ 2SPOLS in a
similar manner to equations A.14 and A.15.
Proof of Theorem 2.

Bias of θ̂FD: Inmatrix notation, replacingD in place ofD∗ in equation (6), the feasible
regression is

∆Y = R̈δ + Ẅθ +∆ϵ, ∆ϵ = [(R̊− R̈)δ + (W ∗ − Ẅ )θ +∆ξ]

where ∆Y , R̈, Ẅ , and ∆ϵ are the N -vector data matrices. Also note that, R̈i ≡ (1, Ẍi)
where Ẍi = Xi−X̄1 with X̄1 being the samplemean of covariates for thosemisclassified
as being treated (Di = 1). Similarly, Ẅi ≡ DiR̈i.

Let M̈ = I−R̈(R̈′R̈)−1R̈′ be the residualmakingmatrix of R̈. Consider the following
regression,

M̈∆Y = M̈Ẅθ + M̈∆ϵ (A.25)
Then,

θ̂FD =
[
(M̈Ẅ )′(M̈Ẅ )

]−1

(M̈Ẅ )′(M̈∆Y )

=
(
Ẅ ′M̈Ẅ

)−1

Ẅ ′M̈∆Y

= θ +
(
Ẅ ′M̈Ẅ

)−1

Ẅ ′M̈∆ϵ

8



This implies that

θ̂FD − θ =
(
Ẅ ′M̈Ẅ

)−1
Ẅ ′M̈∆ϵ

=

(
Ẅ ′M̈Ẅ

N

)−1
Ẅ ′M̈∆ϵ

N

=

(
Ẅ ′M̈Ẅ

N

)−1
Ẅ ′M̈

N

{
(R̊− R̈)δ + (W ∗ − Ẅ )θ +∆ξ

}

=

(
Ẅ ′M̈Ẅ

N

)−1

︸ ︷︷ ︸
1


Ẅ ′M̈(R̊− R̈)δ

N︸ ︷︷ ︸
2

+
Ẅ ′M̈(W ∗ − Ẅ )θ

N︸ ︷︷ ︸
3

+
Ẅ ′M̈∆ξ

N︸ ︷︷ ︸
4



=

(
Ẅ ′M̈Ẅ

N

)−1

︸ ︷︷ ︸
1


Ẅ ′M̈R̊δ

N︸ ︷︷ ︸
2

+
Ẅ ′M̈(W ∗ − Ẅ )θ

N︸ ︷︷ ︸
3

+
Ẅ ′M̈∆ξ

N︸ ︷︷ ︸
4


(A.26)

Let’s first consider 1 which is equal to

Ẅ ′(I − R̈(R̈′R̈)−1R̈′)Ẅ

N
=
Ẅ ′Ẅ

N
− Ẅ ′R̈(R̈′R̈)−1R̈′Ẅ

N

=
1

N

N∑
i=1

Ẅ ′
iẄi −

(
1

N

N∑
i=1

Ẅ ′
i R̈i

)(
1

N

N∑
i=1

R̈′
iR̈i

)−1(
1

N

N∑
i=1

R̈′
iẄi

)

Now since X̄1
p→ E(X|D = 1), this implies that R̈i

p→ Ṙi and Ẅi
p→ Ẇi. Therefore,

1 p→
{
E(Ẇ ′

iẆi)− E(Ẇ ′
i Ṙi)E(Ṙ′

iṘi)
−1E(Ṙ′

iẆi)
}−1

(A.27)

Consider 2 which is equal to

Ẅ ′M̈R̊δ

N
=
Ẅ ′(I − R̈(R̈′R̈)−1R̈′)R̊δ

N

=
Ẅ ′R̊δ

N
− Ẅ ′R̈(R̈′R̈)−1R̈′R̊δ

N

=

 1

N

N∑
i=1

Ẅ ′
i R̊i −

(
1

N

N∑
i=1

Ẅ ′
i R̈i

)(
1

N

N∑
i=1

R̈′
iR̈i

)−1(
1

N

N∑
i=1

R̈′
iR̊i

) δ

p→
{
E(Ẇ ′

i R̊i)− E(Ẇ ′
i Ṙi)[E(Ṙ′

iṘi)]
−1E(Ṙ′

iR̊i)
}
δ (A.28)
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Then, consider 3 which is equal to

Ẅ ′(I − R̈(R̈′R̈)−1R̈′)(W ∗ − Ẅ )θ

N

=

{
Ẅ ′(W ∗ − Ẅ )

N
− Ẅ ′R̈(R̈′R̈)−1R̈′(W ∗ − Ẅ )

N

}
θ

p→
{
E[Ẇ ′

i (W
∗
i − Ẇi)]− E(Ẇ ′

i Ṙi)[E(Ṙ′
iṘi)]

−1E[Ṙ′
i(W

∗
i − Ẇi)]

}
θ (A.29)

Finally, 4 is equal to

Ẅ ′(I − R̈(R̈′R̈)−1R̈′)∆ξ

N
=
Ẅ ′∆ξ

N
− Ẅ ′R̈(R̈′R̈)−1R̈′∆ξ

N
p→ E(Ẇ ′

i∆ξi)− E(Ẇ ′
i Ṙi)[E(Ṙ′

iṘi)]
−1E(Ṙ′

i∆ξi)

= E(Ẇ ′
i∆ξi) (A.30)

since E(Ṙ′
i∆ξi) = E[(1, Ẋi)

′∆ξi] = [E(∆ξi),E(Ẋi∆ξi)]
′ = 0.

Consider,

E[Ẇ ′
i∆ξi] = E[DiṘ

′
i∆ξi]

= E[1(Riγ + Ui ≥ 0, Ziα+ Vi ≥ 0)Ṙ′
i∆ξi]

= E
[
Ṙ′
i · E (∆ξi|Ui ≥ −Riγ, Vi ≥ −Ziα) · P(Ui ≥ −Riγ, Vi ≥ −Ziα)

]
Then by using the general formulas for truncated normal distributions in Tallis (1961),
we can reduce the above expression by integration to

E (∆ξi|Ui ≥ −Riγ, Vi ≥ −Ziα) · P(Ui ≥ −Riγ, Vi ≥ −Ziα)

= σψvϕ(−Ziα)Φ

(
Riγ − ρZiα√

1− ρ2

)

Then,
E[Ẇ ′

i∆ξi] = σψvE

[
Ṙ′
iϕ(−Ziα)Φ

(
Riγ − ρZiα√

1− ρ2

)]
(A.31)

Therefore, usingA.27, A.28, A.29, A.30, andA.31 in the OLS bias expression in A.26,
we obtain the desired result,

plim(θ̂FD)− θ = Q−1(Aδ +Bθ + C) (A.32)

where

Q = E(Ẇ ′
iẆi)− E(Ẇ ′

i Ṙi)E(Ṙ′
iṘi)

−1E(Ṙ′
iẆi)

A = E(Ẇ ′
i R̊i)− E(Ẇ ′

i Ṙi)[E(Ṙ′
iṘi)]

−1E(Ṙ′
iR̊i)

B = E[Ẇ ′
i (W

∗
i − Ẇi)]− E(Ẇ ′

i Ṙi)[E(Ṙ′
iṘi)]

−1E[Ṙ′
i(W

∗
i − Ẇi)

C = σψvE

[
Ṙ′
iϕ(−Ziα)Φ

(
Riγ − ρZiα√

1− ρ2

)]
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Now since, τ̂FD = 1
N1

∑
i:Di=1 R̈iθ̂FD = 1

N1

∑N
i=1DiR̈iθ̂FD, therefore,

τ̂FD − τ =
1

N1

N∑
i=1

DiR̈iθ̂FD − τ =
N

N1

· 1

N

N∑
i=1

DiR̈i ·
(
θ̂FD − θ + θ

)
− τ

Note that N
N1

= [P(Di = 1)]−1 + op(1) and since X̄1
p→ E[Xi|Di = 1], this implies that

τ̂FD − τ = {P(Di = 1)}−1 ·

{
1

N

N∑
i=1

DiṘiθ +
1

N

N∑
i=1

DiṘi

(
θ̂FD − θ

)}
− τ + op(1)

This implies,

plim(τ̂FD)− τ = E[Ṙiθ|Di = 1] + E[Ṙi|Di = 1] · plim(θ̂FD − θ)− τ

= τ + E[ṘiQ
−1(Aδ +Bθ + C)|Di = 1]− τ

= E[ṘiQ
−1(Aδ +Bθ + C)|Di = 1]

Bias of θ̂POLS: Replacing D in place of D∗ in equation (7), the feasible pooled regres-
sion is

Yi = R̈iη1 + Ẅiη2 + Ti · R̈iδ + Ti · Ẅiθ + ϵi, i = 1, . . . , N (A.33)
where ϵi =

[
(R̊i − R̈i)η1 + (W ∗

i − Ẅi)η2 + Ti · (R̊i − R̈i)δ + Ti · (W ∗
i − Ẅi)θ + ξi

]
. Con-

sider the following separate regression for the Ti = 1 sample,

Yi on R̈i, Ẅi for Ti = 1

where we are interested in estimating the coefficient on Wi. Let Y1, R̈1, Ẅ1, and ϵ1
represent the N -vector data matrices with the i-th element given by Yi1 = TiYi, R̈i1 =
TiR̈i, Ẅi1 = TiẄi, and ϵi1 = Tiϵi respectively. We can then use Frisch-Waugh to obtain

M̈1Y1 = M̈1Ẅ1π2 + M̈1ϵ1

where π2 = η2+ θ, M̈1 = I1− R̈1(R̈
′
1R̈1)

−1R̈′
1 is the residual making matrix for R̈1. Also,

I1 is the matrix with i-th diagonal elements given by Ti.

π̂2 =
(
Ẅ ′

1M̈1Ẅ1

)−1

Ẅ ′
1M̈1Y1

= π2 +
(
Ẅ ′

1M̈1Ẅ1

)−1

Ẅ ′
1M̈1ϵ1

which implies

π̂2 − π2 =

(
Ẅ ′

1M̈1Ẅ1

N

)−1
Ẅ ′

1M̈1ϵ1
N

=

(
Ẅ ′

1M̈1Ẅ1

N

)−1
Ẅ ′

1M̈1

N
{(R̊1 − R̈1)π1 + (W ∗

1 − Ẅ1)π2 + ξ1}

=

(
Ẅ ′

1M̈1Ẅ1

N

)−1{
Ẅ ′

1M̈1R̊1π1
N

+
Ẅ ′

1M̈1(W
∗
1 − Ẅ1)π2
N

+
Ẅ ′

1M̈1ξ
1

N

}
(A.34)

11



where R̊1, W ∗
1 , and ξ1 are again data matrices with i-th element given by R̊i1 = TiR̊i,

W ∗
i1 = TiW

∗
i , and ξ1i = Tiξi = Tiξi1 respectively. Also, π1 = η1 + δ.

Following the proof as in the case of the two period panel, we get

Ẅ ′
1M̈1Ẅ1

N
=
Ẅ ′

1(I1 − R̈1(R̈
′
1R̈1)

−1R̈′
1)Ẅ1

N

=
Ẅ ′

1I1Ẅ1

N
− Ẅ ′

1R̈1(R̈
′
1R̈1)

−1R̈′
1Ẅ1

N

=
1

N

N∑
i=1

TiẄ
′
iẄi −

(
1

N

N∑
i=1

TiẄ
′
i R̈i

)(
1

N

N∑
i=1

TiR̈
′
iR̈i

)−1(
1

N

N∑
i=1

TiR̈
′
iẄi

)
p−→ λ ·

{
E(Ẇ ′

iẆi|Ti = 1)− E(Ẇ ′
i Ṙi|Ti = 1)[E(Ṙ′

iṘi)|Ti = 1]−1E(Ṙ′
iẆi|Ti = 1)

}
(A.35)

and,
Ẅ ′

1M̈1R̊1π1
N

p−→ λ
{
E(Ẇ ′

i R̊i|Ti = 1)− E(Ẇ ′
i Ṙi|Ti = 1)[E(Ṙ′

iṘi|Ti = 1)]−1E(Ṙ′
iR̊i|Ti = 1)

}
π1

Ẅ ′
1M̈1(W

∗
1 − Ẅ1)π2
N

p−→ λ

{
E[Ẇ ′

i (W
∗
i − Ẇi)|Ti = 1]− E(Ẇ ′

i Ṙi|Ti = 1)[E(Ṙ′
iṘi|Ti = 1)]−1

E[Ṙ′
i(W

∗
i − Ẇi|Ti = 1)]

}
π2

Ẅ ′
1M̈1ξ

1

N

p−→ λ
{
E(Ẇ ′

iξi1|Ti = 1)− E(Ẇ ′
i Ṙi|Ti = 1)[E(Ṙ′

iṘi|Ti = 1)]−1E(Ṙ′
iξi1|Ti = 1)

}
= λ · E(Ẇ ′

iξi1|Ti = 1)

(A.36)

Similarly, let Y0, R̈0, Ẅ0, ϵ0 be again data matrices with the i-th element given by Yi0 =
(1 − Ti)Yi, R̈i0 = (1 − Ti)R̈i, Ẅi0 = (1 − Ti)Ẅi, and ϵi0 = (1 − Ti)ϵi, respectively. Then,
using Frisch-Waugh,

M̈0Y0 = M̈0Ẅ0η2 + M̈0ϵ0 (A.37)

where M̈0 = (I0 − R̈0(R̈
′
0R̈0)

−1R̈′
0) is the residual making matrix for R̈0. Then the bias

for η̂2 is given as

η̂2 − η2 =

(
Ẅ ′

0M̈0Ẅ0

N

)−1{
Ẅ ′

0M̈0R̊0η1
N

+
Ẅ ′

0M̈0(W
∗
0 − Ẅ0)η2
N

+
Ẅ ′

0M̈0ξ
0

N

}
(A.38)
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where R̊0,W ∗
0 , and ξ0 are defined analogously and for each term we have

Ẅ ′
0M̈0Ẅ0

N

p−→ (1− λ)

{
E(Ẇ ′

iẆi|Ti = 0)− E(Ẇ ′
i Ṙi|Ti = 0)[E(Ṙ′

iṘi|Ti = 0)]−1E(Ṙ′
iẆi|Ti = 0)

}
Ẅ ′

0M̈0R̊0η1
N

p−→ (1− λ)
{
E(Ẇ ′

i R̊i|Ti = 0)− E(Ẇ ′
i Ṙi|Ti = 0)[E(Ṙ′

iṘi|Ti = 0)]−1E(Ṙ′
iR̊i|Ti = 0)

}
η1

Ẅ ′
0M̈0(W

∗
0 − Ẅ0)η2
N

p−→ (1− λ)

{
E[Ẇ ′

i (W
∗
i − Ẇi|Ti = 0)]− E(Ẇ ′

i Ṙi|Ti = 0)[E(Ṙ′
iṘi|Ti = 0)]−1

E[Ṙ′
i(W

∗
i − Ẇi|Ti = 0)]

}
η2

Ẅ ′
0M̈0ξ

0

N

p−→ (1− λ) E(Ẇ ′
iξi0|Ti = 0) (A.39)

Then together with equations A.34, A.36, A.38, and A.39 we obtain

Bias(θ̂POLS) = Bias(π̂2)− Bias(η̂2)
= Q−1

1 (A1π1 +B1π2 + C1)−Q−1
0 (A0η1 +B0η2 + C0)

where all the above objects are defined analogously to the case for θ̂FD. The asymptotic
bias expression for τ̂POLS can be derived analogously to the case for τ̂FD.

B Empirical Application: Additional Details

B.1 National Old Age Pension Scheme and Sample Construction
The first iteration of National Old Age Pension Scheme (NOAPS) began in 1995 and
was targeted towards people aged 65 or above. Under the program, eligible individ-
uals received a small monthly pension of INR 75 (around 2$). However, this version
of NOAPS was relatively unsuccessful in targeting the elderly (Kaushal (2014); Asri
(2019)). This has been attributed to a meager pension amount, an arbitrary target-
ing rule, and only partial coverage of the elderly poor population in the country (Asri
(2019); Alam (2004)). Since then the program has undergone several iterations, the
first being in 2007 when it was renamed the IGNOAPS. In this revision, the targeting
rule was changed to include old individuals living below the official poverty line. The
pension benefits were also increased to INR 200 (around 5$). The final revision of the
targeting criteria was done in 2011, where the age for being eligible was lowered from
65 to 60 (Unnikrishnan and Imai (2020)).

Our sample for the analysis is constructed by first removing households from both
survey rounds where no anthropometric measurements were taken for children below
11 years of age. Second, we also remove households that received old-age pension ben-
efits in 2005, before revisions to the targeting criteria. Table C.1 presents the summary
statistics on key variables of interest for the two time periods.

B.1.1 Descriptive Summary

The revision in the targeting rule clearly had an impact, as the program’s coverage
more than doubled in 2012. This is consistent with other studies that find improved
coverage due to the revised targeting criteria (Asri (2019)). Figure C.1 shows the age-
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wise distribution of the proportion of individuals reporting having received pensions
under IGNOAPS. While the self-reported program status may be under-reported, we
observe that a very small proportion of individuals below the age of 60 report having
received benefits under the IGNOAPS.

Figure C.2 shows the trends in the prevalence of child underweight and stunting
for self-reported IGNOAPS pension benefit status. The proportion of underweight
children in the treated group remains unchanged but shows a decline in the control
group. This could be driven by the under-reporting of IGNOAPS pension benefits as
some of the households actually receiving benefits could be in the control group. Stunt-
ing shows a decline in both the treated and control groups.

B.2 Public Distribution System and Sample Construction
Public Distribution System is the world’s largest food safety net program that dis-
tributes highly subsidized food grains, mainly rice and wheat, to close to a billion
people in 180 million poor eligible households Balani (2013). Initially, the program
had universal coverage, but in 1997 was transformed into TPDS, which emphasized
targeted food subsidies for only the poor eligible households. The task of identifying
households falls on state governments who, in turn, rely on the elected village govern-
ments to identify the poor.

In general, three types of ration cards are issued to beneficiary households. The
APL (for households with income above poverty line) ration card, the BPL (for house-
holds with income below poverty line) ration card, and the AAY (Antyodaya Anna
Yojana) for the poorest households. The BPL and the AAY ration card owners are the
primary beneficiaries of the PDS subsidy with AAY households getting a higher sub-
sidy. The APL ration card families can buy food grains from ration shops at a modest
subsidy which depends on availability of grains after allocation of the BPL households
(Ministry of Consumer Affairs, Food and Public Distribution (2013); Kaushal andMu-
chomba (2015)).

We categorize households with no ration card or APL (above poverty line) card
as the control group as they are not the main beneficiaries of TPDS. The treated group
comprises of households owning a BPL or an AAY ration card, as they are the observed
beneficiaries of the TPDSprogram. AAY ration card is issued to the poorest households
within the BPL category with more generous subsidies. Since the treatment group has
to be the same in both survey rounds, we retain only those households in the final
sample whose ration card status has remained unchanged in both periods. We also
remove households in the state of Tamil Nadu as it followed universal PDS and not
TPDS during our period of analysis.

B.2.1 Descriptive Summary

Table C.2 presents the summary statistics on key variables of interest from the baseline
and endline IHDS. In terms of income and assets, the treated households are poorer
than control households.1 Interestingly, treated households also report having higher
memberships in local caste associations and having links with local politicians relative
to the control group.

1This is to be expected as BPL ration cards are targeted towards poor households.
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In particular, figure C.3 shows that themarket price for both commodities increased
whereas PDS prices registered a marginal decline between baseline and endline IHDS.
Figure C.4 plots the trends in the average per-capita calorie intake (outcome) of the
treated and control households. We see that the calorie trend of the treated group is
stable between baseline and endline whereas the same for control households shows a
marked decline. This, however, would likely be exaggerated if there is high exclusion
of BPL-eligible households from the treatment group.

To see whether our proposed instruments are correlated with S, we generate an ar-
tificial S as a product of the poverty status of the households and the BPL dummy (see
Table C.4). Poverty status is determined based on the principal component of all the
household characteristics which were used by state officials to target households for a
BPL ration card. These are dummies for small landowners, below the official poverty
line, caste status, rural regions, vehicle ownership, color TV ownership, cooler owner-
ship, electric fan, refrigerator, kaccha house, LPG gas connection, and tractor/thresher
ownership. Households are coded as poor if the principal component based index of
all these variables is below the sample average, the idea being that these households
should have been allocated the BPL ration card.

C Figures and Tables

Figure C.1: Age-wise Proportion of Individuals Reporting Receiving Benefits Under the IG-
NOAPS

Note: The red vertical line represents the revision in the IG-
NOAPS targeting rule of reducing the elegibility age from 65 to
60 years between 2005 and 2012.
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Figure C.2: Underweight and Stunting Trends in Self-Reported IGNOAPS Status between
Baseline and Endline

Note: This figure shows the proportion of households in the baseline and endline
IHDS which have at least one underweight and stunted children within 2 to 11 years.
A child is stunted if the height-for-age z-score (HAZ) is less than -2. A child is un-
derweight if the weight-for-age z-score (WAZ) is less than -2.

Figure C.3: Market and PDS Price of Rice and Wheat

Note: This figure plots the market and PDS price of rice and wheat between baseline
and endline with 95% confidence intervals. These are nominal prices.
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Figure C.4: Average Calorie Trends for Treated and Control Households Between Baseline
and Endline

Note: This figure presents the average trends in the per-capita calorie
consumed per-day for BPL ration card and non-BPL ration card own-
ing households between the baseline and the endline samples with 95%
confidence intervals.

Table C.3: Cross Tabulation of Poverty Status and Ownership of a BPL Ration Card

Non-BPL ration card BPL ration card Total
Control Treated

Non-poor 2,731 226 2,957
(92.4) (7.6) (100)

Poor 3,614 2,809 6,423
(56.3) (43.7) (100)

Total 6,345 3,035 9,380
(67.6) (32.4) (100)

Notes: Numbers in parenthesis are row percentages. We label a house-
hold as being poor based on the principal component of all the house-
hold characteristics which state officials used to target households for a
BPL ration card. These are dummies for small landowners, below official
poverty line status, caste status, rural region, vehicle ownership, color TV
ownership, cooler ownership, electric fan, refrigerator, kaccha house, LPG
gas connection, and tractor/thresher ownership. Households are coded
as poor if the principal component based index of all these variables is
below the sample average. These are dummies for small landowners, be-
low the official poverty line, caste status, rural regions, vehicle ownership,
color TV ownership, cooler ownership, electric fan, refrigerator, kaccha
house, LPG gas connection, and tractor/thresher ownership. Households
are coded as poor if the principal component based index of all these vari-
ables is below the sample average.
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Table C.4: Correlation between the Instruments and Generated S

(1) (2)
Dependent variable: S =Poor status×BPL card ownership
Any member in local caste associations 0.387*** 0.481***

(0.066) (0.074)
Panchayat official close to household 0.116* 0.230***

(0.061) (0.067)
Log operated land -0.478***

(0.060)
Log consumption expenditure -0.251***

(0.045)
Any member literate dummy -0.142***

(0.053)
Hindu dummy 0.510***

(0.099)
Other caste dummy -0.708***

(0.075)
Other backward caste dummy -0.152**

(0.061)
Rural dummy 0.365***

(0.128)
Any vehicle owned dummy -0.191***

(0.049)
Motor vehicle owned dummy -0.959***

(0.104)
Cooler owned dummy -1.220***

(0.195)
TV owned dummy -0.375***

(0.051)
Electric fan owned dummy -0.378***

(0.059)
Refrigerator owned dummy -1.146***

(0.190)
Kaccha house dummy -0.424***

(0.049)
LPG gas dummy 0.346***

(0.064)
Tractor/thresher owned dummy -1.027***

(0.146)
Constant -0.591*** 1.545***

(0.034) (0.349)
N 9380 9380

Notes: Columns (1) and (2) report estimates across two different specifications; the
first regresses instruments on S whereas the second controls for additional covari-
ates. S is defined as the product of poverty status and BPL ration card owning status.
Poverty status is based on the principal component of all the household character-
istics which were used by state officials to target households for a BPL ration card.
These are dummies for small landowners, below the official poverty line, caste sta-
tus, rural regions, vehicle ownership, color TV ownership, cooler ownership, electric
fan, refrigerator, kaccha house, LPG gas connection, and tractor/thresher ownership.
Households are coded as poor if the principal component based index of all these
variables is below the sample average. Standard errors in parentheses clustered at
the village level. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively.
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